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ABSTRACT. We introduce the notion of a regular integrable connection on a smooth log scheme over
C and construct an equivalence between the category of such connections and the category of integrable
connections on its analytification, compatible with de Rham cohomology. This extends the work of Deligne
(when the log structure is trivial), and combined with the work of Ogus yields a topological description
of the category of regular connections in terms of certain constructible sheaves on the Kato–Nakayama
space. The key ingredients are the notion of a canonical extension in this context and the existence of good
compactifications of log schemes obtained recently by Włodarczyk.
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1. Introduction

The notion of a regular connection was introduced by Deligne [6] in order to describe the category of
complex representations of the topological fundamental group of a smooth scheme X over C in an alge-
braic way. Denote by MIC(X/C) the category of coherent OX -modules E endowed with an integrable
connection ∇ : E → E⊗Ω1

X/C (such an E is locally free). We say that E is regular if its (multi-valued)
holomorphic horizontal sections have moderate growth at infinity. Deligne gave several useful character-
izations of regular connections, relating them to the classical notion of Fuchsian singularities of differ-
ential equations, and proved that the functor sending E to its analytification Ean induces an equivalence
of categories

MICreg(X/C) ∼−−→MIC(Xan/C) (Existence Theorem [6, II 5.9])

between the category of regular connections on X and the category of integrable connections on the
analytification Xan, which in turn is equivalent to the category LocSysC(Xan) of complex local systems
on Xan via the functor sending E to its sheaf E∇ of horizontal sections. The correspondence is compatible
with cohomology in the sense that

H∗dR(X ,E) ' H∗dR(Xan,Ean) ' H∗(Xan,E∇
an) (Comparison Theorem [6, II 6.2])

This equivalence is often called the Riemann–Hilbert correspondence, later extended to an equiva-
lence between regular holonomic D-modules on X and perverse sheaves on Xan by Kashiwara [11] and
Mebkhout [20]. The most important examples of regular connections are those coming from geometry,
i.e. Gauss–Manin connections or Picard–Fuchs equations. Deligne proved that for a morphism f : Y →X
which locally on X admits a relative simple normal crossings compactification and a regular connection E
on Y , the higher direct images Rn f∗(E⊗Ω•Y/X) with the Gauss–Manin connection are regular (Regularity
Theorem [6, II 7.9]).

A pivotal role in the proofs of the above results is played by the notion of a logarithmic connection. An
snc pair (X ,D) consists of a smooth scheme X over C and a simple normal crossings divisor D ⊆ X .
An (integrable) logarithmic connection on (X ,D) is a coherent OX -module E together with an integrable
connection E→ E⊗ΩX/C(logD) where ΩX/C(logD) is the sheaf of differentials with logarithmic poles
along D. Such an E might not be locally free in general. As it turns out, the notion of regularity can be
phrased in terms of logarithmic connections: for X smooth over C, an object E of MIC(X/C) is regular
if and only if for every open U ⊆ X and every compactification U ↪→U such that (U ,D=U \U) is an snc
pair, the restriction E|U extends to a logarithmic connection on (U ,D). Such extensions are not unique,
but it is possible to enumerate them, and a key idea in Deligne’s work ([6, Chap. II, Proposition 5.4],
inspired by Manin [19]) is that one can single out a locally free canonical extension E, the unique one
in which the eigenvalues of the residue maps along the components of D (roughly, chosen logarithms of
the local monodromy around D) belong to the set {0≤ Re(z)< 1}.

Logarithmic connections fit very well into the framework of logarithmic geometry [12]. An snc pair
(X ,D) corresponds to the log scheme X = (X ,MX) where MX is the sheaf of regular functions on X
invertible away from D; X is the “underlying scheme” of X . Every log scheme X has a sheaf of differen-
tials Ω1

X/C, and it is possible to define the category MIC(X/C) of coherent OX -modules endowed with a
logarithmic connection. For an snc pair (X ,D), the corresponding log scheme X is smooth in the sense of
log geometry, we have Ω1

X/C 'Ω1
X(logD), and integrable connections on X are precisely the integrable

logarithmic connections on (X ,D) as defined in the previous paragraph.

The goal of this article is to extend Deligne’s results to smooth logarithmic schemes over C. Since
logarithmic connections are intimately tied to the notion of regularity, it is natural to treat them on
the same footing as connections without poles. Given the interest in analytic logarithmic connections
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[13, 10, 24], it is a bit surprising that such a theory is has not been developed earlier. That said, my
main reason for doing so is the forthcoming work [1], in which I aim to give analogous results for
“complex rigid-analytic spaces,” with applications to Hodge theory in mind. A typical space of interest
in this context is the special fiber of a semistable formal scheme over C[[t]], endowed with the induced
log structure. Since such log schemes do not arise from snc pairs (X ,D), they are not captured by the
classical theory.

Before going into the details of log geometry, let us explain how our definition of a regular logarithmic
connection works for an snc pair (X ,D). For an integrable logarithmic connection (E,∇) on (X ,D) to
be regular, it is insufficient to require that its restriction to X \D be regular (in Deligne’s sense), as E
might be supported on D. To impose conditions along D as well, we proceed as follows. For every
stratum Z of the stratification of X induced by the components of D, the connection ∇ induces a map
∇|Z : E|Z → E|Z⊗Ω1

X/C(logD)|Z . A local choice of equations of D along Z induces an isomorphism

Ω
1
X/C(logD)|Z 'Ω

1
Z/C⊕OcodimZ

Z ,

which allows us to deduce from ∇|Z an integrable connection E|Z → E|Z⊗Ω1
Z/C. While this connection

depends on the choices made, its being regular does not, and we will say that E is regular if these
connections are regular, for all Z.

We now turn to stating the general results. In order to gain some extra flexibility, we deal with “idealized
smooth” log schemes over C, which look locally like the vanishing set of a monomial ideal in a toric
variety (Definition 2.1). This class contains log schemes coming from snc as well as special fibers of
semistable formal schemes. In §2.3, for such a log scheme X , we construct a morphism

π : X# −→ X

from a smooth scheme X# (the disjoint union of certain torsors under tori over the log strata of X), and
a canonical “splitting” εuniv of the log structure pulled back from X . The splitting εuniv behaves as if it
were a section of the map from X# to its underlying scheme X#, even though no such section exists, and
in particular it allows one to turn log connections into classical connections by means of a “pull-back”
functor

ε
~
univ : MIC(X#/C)−→MIC(X#/C).

Definition 1.1 (See Definition 4.1). An object E of MIC(X/C) is regular if the object ε
~
univ(π

∗E)
of MIC(X#/C) is regular (in Deligne’s sense). We denote by MICreg(X/C) the full subcategory of
MIC(X/C) consisting of regular objects.

Our notion of regularity relies on Deligne’s, which makes many of the proofs easier. We give some
familiar-looking characterizations of regularity including a “cut by curves” criterion. However, in setting
up the theory, some extra difficulties have to be overcome: for example, as the functor ε

~
univ(π

∗(−)) is not
exact and logarithmic connections might not be locally free, it is not obvious that subobjects of regular
objects are regular. It is also not completely trivial to show that every connection on a proper X is regular,
as X# will typically not be proper.

The main results of this paper can be summarized as follows.

Theorem 1.2. Let X be an idealized smooth log scheme over C.

(a) (Existence Theorem 4.14) The analytification functor E 7→ Ean induces an equivalence of categories

MICreg(X/C) ∼−−→MIC(Xan/C)
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(b) (Comparison Theorem 4.17) Let E be an object of MICreg(X/C). Then

H∗dR(X ,E)' H∗dR(Xan,Ean).

(c) (Regularity Theorem 4.22) Let f : Y → X be a proper, smooth, and exact morphism and let E be an
object of MICreg(Y/C). Assume that Conjecture 4.21 (a form of semistable reduction) holds. Then
Rn f∗(E⊗Ω•Y/X) are regular for all n≥ 0.

In [24], Ogus described the category MIC(Xan/C) of analytic log integrable connections in terms of topo-
logical data, extending the earlier work [10, 13] in the case of (quasi-)unipotent local monodromy. More
precisely, he constructed an equivalence between the category MIC(X/C) of integrable connections on
an idealized smooth log complex analytic space X and the category L(X) of certain constructible sheaves
on the Kato–Nakayama space Xlog, compatible with cohomology (see Definition 3.11 and Theorem 3.12).
Combined with Ogus’ results, Theorem 1.2 shows that we have an equivalence of categories

MICreg(X/C)' L(Xan)

compatible with cohomology. In §5, we use it to describe the category LocSysC(Xlog) of complex local
systems on Xlog in terms of regular connections on X , assuming that stalks of the sheaf MX are free.

As in [6], the proof of the Existence Theorem relies on the ability to extend an analytic connection to a
compactification. In other words, we need to construct “canonical extensions” in the logarithmic context.
Suitable compactifications of log schemes have only recently been constructed by Włodarczyk [27]. We
call an open immersion j : X ↪→ X of log schemes a good compactification (Definition 2.3) if X is proper
and if étale locally the map j looks like the inclusion

Spec(C[P×Zr]/(K)) ↪→ Spec(C[P×Nr]/(K))

for some r ≥ 0, a monoid P, and an ideal K ⊆ P. Then locally, every idealized smooth log scheme over
C admits a good compactification (Theorem 2.4). The above special form of the embedding (the fact
that the “extra monoids at infinity” are free) enables us to define the exponents at infinity (analogues
of the negatives of the eigenvalues of the residue maps) of an object E of MIC(X/C). We then show
(Theorem 3.17) that every object of MIC(Xan/C) admits a unique extension to an object of MIC(X/C)

whose exponents at infinity lie in {−1 < Re(z) ≤ 0}. The proof relies on Ogus’ equivalence between
MIC(Xan/C) and L(Xan), which allows us to reduce the question to graded modules over monoid alge-
bras.

The definition of a regular logarithmic connection extends naturally to holonomic logarithmic D-modules
in the sense of Koppensteiner–Talpo [15, 14], see Remark 4.13. This direction may deserve further study.

♥ Acknowledgments. The author thanks Adrian Langer, Katharina Hübner, Arthur Ogus, Mattia Talpo,
Michael Temkin, and Alex Youcis for useful comments and discussions. This work is a part of the project
KAPIBARA supported by the funding from the European Research Council (ERC) under the European
Union’s Horizon 2020 research and innovation programme (grant agreement No 802787).

2. Preliminaries

2.1. Idealized smooth log schemes

We recall some terminology regarding (commutative) monoids and log schemes. For a monoid P (written
additively), we write P→ Pgp for its initial homomorphism into a group, and P× ⊆ P for the largest
subgroup of P. We say that P is integral if P→ Pgp is injective. We say that P is sharp if P× = 0 and
write P = P/P× (quotient of the group action of P×). We say that P is saturated if it is integral and for
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every x ∈ Pgp and n≥ 1 such that nx ∈ im(P→ Pgp) we have x ∈ im(P→ Pgp). A monoid P is is fs (fine
and saturated) if it is finitely generated and saturated. We note that if P is fs then Pgp is a free abelian
group. An ideal of a monoid P is a subset K ⊆ P such that P+K = K; it is prime if x+ y ∈ K implies
x ∈ K or y ∈ K. For an ideal K of P we write

√
K for the ideal of elements x ∈ P such that nx ∈ K for

some n≥ 1. A face of P is a submonoid F ⊆ P such that x+ y ∈ F implies x,y ∈ F (equivalently, P\F
is a prime ideal). For a face F of P, we write PF = P+Fgp ⊆ P for the localization of P at F , and P/F
for the quotient PF/Fgp.

For a log scheme X we write X for its underlying scheme and α : MX → OX for its log structure, where
MX is written additively. A morphism of log schemes f : X → Y is strict if the map of log structures
f ∗MY →MX is an isomorphism. For a ring R, a monoid P, and a homomorphism P→ R (with addition
on P and multiplication on R), we write Spec(P→ R) for the scheme Spec(R) endowed with the log
structure associated to the map P→ R. We set AP = Spec(P→ Z[P]); later on, when we work over
C, we shall write AP for Spec(P→ C[P]). A log scheme X is fs if étale locally on X there exists an fs
monoid P and a strict morphism X → AP. A morphism of log schemes Y → X is strict étale if it is both
strict and étale, or equivalently if it is strict and the underlying morphism of schemes Y → X is étale.

Definition 2.1. (a) Let P be an fs monoid and let K ⊆ P be an ideal. We set

AP,K = Spec(P→ C[P]/(K))

for the scheme cut out by K in AP = Spec(P→ C[P]) endowed with the induced log structure.

(b) Let X be an fs log scheme over C. We say that X is idealized smooth if strict étale locally on X there
exist an fs monoid P, an ideal K ⊆ P, and a strict étale morphism X → AP,K .

We make the analogous definition for fs log complex analytic spaces, using “locally” instead of “étale
locally’. Then if X is an idealized smooth log scheme over C, then its analytification Xan is an idealized
smooth log complex analytic space.

The following lemma often allows one to reduce to the case when the ideal K is trivial.

Lemma 2.2. Let X be an idealized smooth log scheme over C. Then strict étale locally on X there exist
an fs monoid P, an ideal K ⊆ P and a cartesian square

X

��

// Y

��
AP,K // AP

where AP,K → AP is the natural strict closed immersion and where the vertical maps are strict étale. In
particular, Y is smooth over C and X is cut out by a coherent ideal in MY .

Proof. We may assume that X is affine and that it admits a strict étale map X → AP,K for P and K as
in the statement. Write A = C[P], I = K ·A, A = A/I, and X = Spec(B). Thus B is an étale A-algebra.
By Artin approximation [7, Théorème 3] (which in the case of étale morphisms can be proved directly
lifting the presentation in [26, Tag 03PC](3)), there exists an étale A-algebra A′ with A′/IA′ ' A and an
étale A′-algebra B′ such that B ' B′/IB′ over A. Set Y = Spec(B′) and endow it with the log structure
induced by the étale map Y → Spec(A) = AP. �

https://stacks.math.columbia.edu/tag/03PC
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2.2. Compactifications of log schemes

Definition 2.3 (Good embedding). Let X be an idealized smooth log scheme over C or an idealized
smooth log complex analytic space.

(a) A good embedding is an open immersion j : X ↪→ X which is locally isomorphic to the inclusion

AP,K×Gr
m ↪→ AP,K×Ar

for some r ≥ 0, some fs monoid P, and some ideal K ⊆ P.

(b) For a good embedding, we denote by F the kernel of MX → j∗MX . It is a sheaf of faces of MX
whose stalks are free monoids, which we call the residual face of the good embedding X ↪→ X .

(c) A good compactification of X is a good embedding j : X ↪→ X where X is proper.

Note that if j : X→ X is a good compactification, then MX = j∗MX . Indeed, assuming K =∅, the above
description shows that the log structure is everywhere nontrivial outside X , i.e. we have X◦ = X◦ where
X◦ denotes the largest open subset on which the log structure is trivial. Therefore

MX = ū∗O×X◦ = ū∗O×X◦ = j∗u∗O×X◦ = j∗MX ,

where u : X◦→ X and ū : X◦→ X are the inclusions.

Theorem 2.4. Let X be an idealized smooth log scheme over C. Then there exists a strict étale cover
{Xi→ X}i∈I and good compactifications Xi ↪→ X i.

Proof. Assume first that X is smooth. We phrase the proof in the language of toroidal embeddings
used in [27]: let D ⊆ X be the divisor where the log structure of X is nontrivial. The question being
étale local, we may assume that X is affine, that the toroidal embedding (X ,D) is strict (i.e., the log
structure admits a chart Zariski locally), and that D has a unique closed stratum. By [27, Example 2.2.7],
such a toroidal embedding is extendable ([27, Definition 2.2.2]). By [27, Theorem 2.2.14], there exists
a compactification j : X → X such that (X ,D) is again a strict toroidal embedding, where D denotes
the closure of D in X , and such that the divisor E = X \X has simple normal crossings with D ([27,
Definitions 2.1.13 and 2.1.15]). The latter means precisely that (X ,D+E) is a strict toroidal embedding
which locally has the form

(AP×Ar,(∂AP)×Ar +AP× (∂Ar)),

where ∂AP (resp. ∂Ar) denotes the complement of APgp (resp. Gr
m). This means that the log scheme

corresponding to the toroidal embedding (X ,D+E) is a good compactification of X .

In the general case, by Lemma 2.2 we may assume that X admits an exact closed immersion X ↪→ Y
where Y is smooth and X is cut out by a coherent ideal in MY . Localizing further, we may assume that
Y admits a good compactification Y ↪→ Y . Let X be the scheme-theoretic closure of X in Y , endowed
with the log structure induced from Y . Then X ↪→ X is a good compactification as well. To see this, it is
enough to observe that the scheme-theoretic closure of AP,K×Gr

m in AP×Ar equals AP,K×Ar. �

2.3. Splittings of log structures

The basic invariant of an fs log structure MX on a scheme X is the constructible sheaf of monoids
MX = MX/O

×
X , giving rise to the log stratification of X on whose strata it is locally constant. In this

section, we deal with the situation when MX is locally constant, in which case the log structure on X is
“locally split.”
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The main takeaway point for the rest of the paper is that for an idealized smooth log scheme X over C,
there exists a strict morphism X#→ X where X# admits a splitting of the log structure, universal for all
strict maps Y → X with Y reduced. Moreover, the underlying scheme of X# is smooth over C.

We treat the case of fs log schemes, but the assertions apply equally well to fs log complex analytic
spaces, formal schemes, algebraic spaces &c., with the meaning of the word locally adjusted accordingly.

Definition 2.5. Let X be an fs log scheme.

(a) We say that X has locally constant log structure if the sheaf MX is locally constant.

(b) We say that X is hollow [23, §2, Definition 4] if α(MX ,x \O×X ,x) = 0 for every geometric point x.

(c) A splitting of the log structure MX is a homomorphism of sheaves of monoids ε : MX →MX such
that the composition MX →MX →MX is the identity.

For an integral monoid P, splittings of the projection P→ P = P/P∗ are in bijection with splittings of
the associated map of groups Pgp → Pgp. Therefore, if X is an fs log scheme which locally admits a
splitting and such that MX is locally constant (as we shall shortly see, the two assumptions turn out to be
equivalent), then splittings on X correspond to splittings of the locally split exact sequence of sheaves

1 // O×X
// M

gp
X

// M
gp
X

// 0

and therefore form a torsor under TX = Hom(M
gp
X ,O×X ). The sheaf TX is the sheaf of sections of the torus

over X with character sheaf M
gp
X (see [3, Exposé X, §5–7]).

Lemma 2.6. Let X be an fs log scheme.

(a) Let ε be a splitting on X, and let m be a local section of MX . Then α(ε(m)) is locally on X either a
unit or nilpotent.1

(b) X has locally constant log structure if and only if MX locally admits a splitting.

(c) If X is hollow, then X has locally constant log structure. Conversely, if X is reduced and has locally
constant log structure, then X is hollow.

(d) Let P be an fs monoid and let K ⊆ P be an ideal. Then AP,K has locally constant log structure if and
only if

√
K = P\P×, i.e. if every element x of P is either invertible or satisfies nx ∈K for some n≥ 1.

It is hollow if and only if K = P\P×, and in this case we may write P = Q⊕M with M a group and
Q a monoid such that AP,K ' Spec(Q→ C[M]) where the map sends Q× to 1 and Q\Q× to 0.

Proof. (a) We may assume X = Spec(R) for a strictly henselian local ring R, with closed point x. Let
s ∈MX ,x and let f = α(s) ∈ OX ,x = R. Since nilpotent elements are the intersection of all prime ideals,
we need to show that if f /∈ p for some prime ideal p ⊆ R, then f is a unit. Let y ∈ X be the point
corresponding to such a p. We look at the commutative square

MX ,x

ε

��

// MX ,y

ε

��
MX ,x // MX ,y.

1In the case of formal schemes, replace nilpotent with topologically nilpotent. Indeed, in an adic ring the intersection of all
open prime ideals is the set of topologically nilpotent elements.
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Let s ∈MX ,x be the image of s. We have ε(s) = us for some u ∈ O×X ,x = R×. As α(s) = f /∈ p, i.e. the
image of α(s) in OX ,y is a unit, the image of s in MX ,y is in O×X ,y, so s maps to 0 in MX ,y. Therefore
ε(s) = us maps to 1 in MX ,y, and u f maps to 1 in OX ,y. But then u f −1 maps to zero in OX ,y, and hence
is non-invertible in OX ,x, so f is invertible.

(b) Suppose that X is locally split. By the proof of (a), we see that if x specializes to y, then MX ,x→MX ,y

is bijective. By [23, §2, Lemma 5], MX is locally constant. Conversely, suppose that MX is locally
constant, and we want to produce a splitting locally on X . To this end, we pick a point x and we may
assume that MX is constant with value P and X admits a neat chart [25, Chapter II, Definition 2.3.1] at
x, i.e. a chart P→ Γ(X ,MX). This chart defines a splitting MX →MX .

(c) Follows from (a) and (b).

(d) Omitted. �

Note that splittings of the log structure can be pulled back along strict morphisms. That is, if f : Y → X
is a strict morphism of fs log schemes and ε is a splitting of MX , we have a natural map

f ∗(ε) : MY = f ∗MX −→ (pullback under f of MX as a sheaf)−→ f ∗MX =MY

which is a splitting of MY = f ∗MX . This construction gives rise to the following functors Schop
X → Sets:

X̂#(Y
f−→ X) = {splittings of f ∗MX},

X̂ [(Y
f−→ X) =

{
{∗} if f ∗MX is locally constant

∅ otherwise

X#(Y
f−→ X) =

{
{splittings of f ∗MX} if (Y, f ∗MX) is hollow

∅ otherwise

X [(Y
f−→ X) =

{
{∗} if (Y, f ∗MX) is hollow

∅ otherwise

We have natural transformations forming a cartesian square of functors

X# //

��

X̂#

��

X [ // X̂ [.

We shall shortly recognize X [ as the “log stratification” of X . The space X#, forming a torus torsor over
X [, will play a key role in this paper. The spaces X̂# and X̂ [ will not be used in what follows.

Remark 2.7. Let X be a scheme and let N →M be a morphism of log structures on X . We get a
commutative diagram of sheaves of abelian groups

1 // O×X
// Ngp //

��

N
gp //

��

0

1 // O×X
// Mgp // M

gp // 0.
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Therefore the right square is a pullback, and consequently for every splitting ε of M there exists a unique
splitting ε ′ of N for which the square

N
ε ′ //

��

N

��
M

ε

// M

commutes. If f : Y → X is a map of log schemes and εX and εY are splittings on X and Y respectively,
we shall say that f is compatible with εX and εY if the splitting of f ∗MX induced by εX by pullback is
equal to the splitting of f ∗MX induced by εY as above.

This discussion implies that the four functors we have introduced are functorial in the sense that a map
Y →X of fs log schemes induces maps Y #→X#, Y [→X [ etc. Moreover, the map Y #→X# is compatible
with the universal splittings.

Proposition 2.8. Let X be an fs log scheme.

(a) The functors X̂# and X̂ [ are representable by formal schemes affine over X, and the map X̂#→ X̂ [ is
smooth and affine.

(b) The functors X# and X [ are representable by schemes of finite presentation and affine over X. The
map X# → X [ is smooth and affine (a torsor under a torus over X [) and the map X [ → X is a
universally bijective monomorphism (the disjoint union of a locally finite family of finitely presented
locally closed subschemes of X).

Example 2.9. Let X = A1 = Spec(N 17→t−−→ C[t]). Then

X̂ [ ' Spec(C[t, t−1]) t Spf(CJtK),

X̂# ' Spec(C[t, t−1]) t Spf(CJtK〈y,y−1〉),

X [ ' Spec(C[t, t−1]) t Spec(C),

X# ' Spec(C[t, t−1]) t Spec(C[y,y−1]).

Here, Spec(A) is treated as the formal spectrum of A equipped with the discrete topology, and CJtK〈y,y−1〉
is the t-adic completion of C[t,y,y−1].

Example 2.10. Let X = AP for an fs monoid P. For a face F of P, we denote by XF ↪→ X the strict
locally closed immersion corresponding to the map

C[P]−→ C[Fgp], p 7→

{
p if p ∈ F ,

0 otherwise.
(2.1)

Thus XF ' AFgp . As we shall prove shortly, we have

X# '
⊔
F

XF ×A(P/F)gp , (2.2)

X [ '
⊔
F

XF , (2.3)

the coproducts taken over all faces F ⊆ P. The map X# → X [ is the disjoint union of the projections
XF ×A(P/F)gp → XF . Note that as P/F is sharp, (P/F)gp is a free abelian group, so the short exact
sequence 0→ Fgp → Pgp → (P/F)gp → 0 splits. Therefore X# is non-canonically isomorphic to the
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disjoint union of copies of the torus X∗ = APgp indexed by faces of the monoid P. However, the log
structures on the components depend on F .

Remark 2.11. The scheme X# is a toy model of the Kato–Nakayama space Xlog of X . Its class in the
Grothendieck ring of varieties K0(VarC) seems to be the “correct” class associated to the log scheme X .

Proof of Proposition 2.8. We first deal with the case X = AP = Spec(P→ Z[P]) and reduce to this case
afterwards. We will use the notation of Example 2.10.

We handle X̂ [ first. For a face F of P, let PF = P− F ⊆ Pgp be the localization of P at F , and let
KF = PF \Fgp, which generates the kernel of (2.1). Let XF denote the formal spectrum of the KF -adic
completion of Z[PF ]. We claim that X̂ [ is represented by

⊔
F XF . Since on the image of XF → X the sheaf

MX is constant with value P/F , the log structure on each XF is locally constant. Let Y → X be a map
such that the induced log structure on Y is locally constant. In particular, locally on Y , the pull-back of
every p ∈ P is either nilpotent or a unit (Lemma 2.6(a)). Since P is finitely generated, working locally on
Y , we may assume that every p is either nilpotent or a unit or Y . Let F ⊆ P be the set of p ∈ P such that
p is a unit on Y . Clearly, F is a face of P, the map P→ Γ(Y,OY ) factors through PF and sends a power
of KF to zero. Therefore Y → X factors uniquely through XF .

The same proof shows that if Y → AP is such that the induced log structure on Y is hollow, then the
nilpotent functions above have to vanish, forcing the map to factor through Spec(Z[PF ]/(KF)) = XF .
Therefore X [ is represented by the disjoint union of XF taken over all faces F of P, and we proved (2.3).

Turning to X# and X̂#, we need to show that if X has locally constant log structure to begin with, then the
functor X̂# is representable by a smooth scheme over X . But, the discussion preceding Lemma 2.6 shows
that it is a torsor under the torus Hom(M

gp
X ,Gm) and hence is representable (e.g. by [21, Theorem 4.3(a)]).

A more direct analysis shows that in the case X = Spec(P→ Z[Fgp]) as in Example 2.10, we have
Γ(X ,MX)' (P/F)×Fgp. This gives the isomorphism (2.2).

Finally, we deal with the general case. Suppose first that X ′→ X is a strict étale surjection and that the
statement holds for X ′. Since the formation of the four functors X̂#, X̂ [, X#, X [ commutes with strict
base change, we deduce that they are representable by (formal) algebraic spaces over X with the required
properties, and it remains to show that they are in fact (formal) schemes. However, X [ → X is affine,
and hence X [ is a scheme by étale descent for quasi-coherent sheaves. Similarly, X̂ [ is a formal scheme.
Finally, X#→ X [ and X̂#→ X̂ [ are affine as well, so X# is a scheme and X̂# is a formal scheme. Therefore
the statement holds for X .

By the above, we may reduce to the case when X admits a strict morphism X → AP for some monoid
P, and since the statement holds for AP and the four functors commute with base change, the statement
holds for X as well. �

Although X# and X [ were defined (or described) as schemes over X , we endow them with the log struc-
tures pulled back from X . We denote by εuniv the canonical splitting of the log structure on X#.

Example 2.12. Let X = Spec(P→ C) be the log point associated to the sharp fs monoid P. Then
X# = Spec(P→ C[Pgp]) where P \P× maps to zero. This chart corresponds to an “obvious” splitting
ε , and Γ(X#,MX#)' P×Pgp with ε mapping p to (p,0). This is not the same as the universal splitting
εuniv, which maps p to (p, p).

Using the local picture (Example 2.10) we deduce the following.
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Corollary 2.13. Let X be an idealized smooth log scheme over C. Then, the underlying schemes of X#

and X [ are smooth schemes over C.

The following definition will be used in §4.4.

Definition 2.14. A quasi-compact morphism of fs log schemes f : Y→X is log dominant if the following
conditions are satisfied:

(1) f is log injective, i.e. the maps MX , f (y)→MY,y are injective for all geometric points y→ Y ,

(2) the restriction of f to every log stratum of X is dominant, or equivalently, if the map Y [→ X [ is
dominant.

We note that for a log dominant morphism Y → X , the induced morphism Y # → X# is a dominant
morphism of schemes.

2.4. Algebraic and analytic sections

Let X be a scheme locally of finite type over C, let Xan be the associated complex analytic space, and let
u : Xan→ X be the canonical map of locally ringed spaces. For a quasi-coherent OX -module F, we write
Fan its pull-back u∗F to Xan. The functor F 7→ Fan is exact, and Fan is a coherent analytic sheaf if F is
coherent. We say that an analytic section s ∈ Γ(Xan,Fan) is algebraic (see [6, II.2]) if it lies in the image
of the (injective) map

u∗ : Γ(X ,F)−→ Γ(Xan,Fan).

The following result establishes a useful criterion for algebraicity of analytic sections of coherent sheaves.

Proposition 2.15. Let X be a scheme locally of finite type over C and let F be a coherent OX -module.
Let {Zi}i∈I be a locally finite family of locally closed subschemes of X such that the union of |Zi| equals
|X |. For n≥ 0, we denote by Zi

(n) the n-th order thickening of Zi in X. Let s ∈ Γ(Xan,Fan) be an analytic
section of F. If for every i ∈ I and every n≥ 0, the restriction of s to Zi

(n) is algebraic, then so is s.

In other words, if we set
π : X ′ =

⊔
i∈I

⊔
n≥0

Z(n)
i −→ X ,

the proposition asserts that the following square is cartesian.

Γ(X ,F)
u∗ //

π∗

��

Γ(Xan,Fan)

π∗an
��

Γ(X ′,π∗F)
u∗
// Γ(X ′an,(π

∗F)an).

Remark 2.16. As the example X = Spec(C[x,y]/(y2)), Z =V (y), F = OX , s = yexp(x) shows, it is not
enough to consider the restrictions to Zi and not to their thickenings. The issue is that

⊔
Zi→ X is not flat

(see Corollary 2.18 below). Of course neither is X ′→ X , but effectively X ′ approximates of the formal
scheme X′ which is the disjoint union of the formal completions Zi of X along Zi, and X′ → X is flat.
Since we do not wish to make sense of X′an (a formal complex analytic space), we use the scheme X ′

instead of the formal scheme X′. The flatness of X′→ X is reflected in the use of the Artin–Rees lemma
in the proof below.
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Lemma 2.17. Let X be a scheme locally of finite type over C and let F′ ↪→ F be an injection of quasi-
coherent OX -modules. A section s ∈ Γ(Xan,F

′
an) is algebraic if and only if its image in Γ(Xan,Fan) is.

Proof. The assertion to be proved is equivalent to the left square in the diagram below being cartesian.

0 // Γ(X ,F′) //
� _

u∗

��

Γ(X ,F) //
� _

u∗

��

Γ(X ,F/F′)
� _

u∗

��
0 // Γ(Xan,F

′
an) // Γ(Xan,Fan) // Γ(Xan,Fan/F

′
an)

The rows being exact and the right vertical map being injective, the claim follows by a simple diagram
chase. �

Corollary 2.18. Let X be a scheme locally of finite type over C and let F be a coherent OX -module. Let
f : X ′→ X be a flat morphism of finite type whose image contains the associated points of F. Then, a
section s ∈ Γ(Xan,Fan) is algebraic if and only if its image in Γ(X ′an, f ∗anFan) is.

Proof. Under the given assumptions, the map F ↪→ f∗ f ∗F is injective. We have a map α : ( f∗ f ∗F)an→
fan,∗( f ∗F)an obtained by adjunction from the analytification of the counit map f ∗ f∗ f ∗F→ f ∗F. It fea-
tures inside a commutative diagram

Γ(X ,F) //

��

Γ(X , f∗ f ∗F)

��

Γ(X ′, f ∗F)

��
Γ(Xan,Fan) // Γ(Xan,( f∗ f ∗F)an)

α

// Γ(Xan, fan,∗( f ∗F)an) Γ(X ′an,( f ∗F)an)

Since the map denoted α in the above diagram is injective, the image of s in Γ(Xan,( f∗ f ∗F)an) is alge-
braic. It remains to invoke Lemma 2.17. �

Proof of Proposition 2.15. The question is local, so we can assume that X is affine and that there exists
a finite filtration

0 = F0 ⊆ F1 ⊆ ·· · ⊆ Fm = F

of F by coherent subsheaves whose graded pieces are of the form

Fi/Fi−1 ' OYi

for some integral closed subschemes Yi ⊆ X [4, Chap. 7, Ex. 18]. We will proceed by induction on the
length m of this filtration.

Consider m = 1, i.e. F ' OY for some closed integral subscheme Y ⊆ X . There exists an index i such
that Zi∩Y is a dense open subset of Y . We conclude by applying Corollary 2.18 to the open immersion
Zi∩Y ↪→ Y and the sheaf OY .

For the induction step, it suffices to prove that if

0 // F′ // F // F′′ // 0

is a short exact sequence of coherent OX -modules such that the assertion of the proposition holds for
both F′ and F′′, then it holds also for F. Let s′′ ∈ Γ(Xan,F

′′
an) be the image of s. Then π∗ans′′ is algebraic,

and by the assumption on F′′ so is s′′. Since X is affine, the short exact sequence stays exact after taking
global sections, and hence there exists an s0 ∈ Γ(X ,F) whose image in Γ(X ,F′′) equals s′′.

Let s′ = s− s0 ∈ Γ(Xan,F
′
an). Suppose that π∗ans′ is algebraic, then by the assumption on F′ so is s′.

Therefore s = s′+ s0 is algebraic as well. It remains to show that π∗ans′ is algebraic. The issue is that
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π∗F′→ π∗F might not be injective, see Remark 2.16. Working with one Zi at a time and replacing X
with a suitable affine open cover of an open containing Zi, we may reduce to the situation of Lemma 2.19
below, whose application finishes the proof. �

Lemma 2.19. Let X be an affine scheme of finite type over C and let Z ⊆ X is a closed subscheme cut
out by an ideal I⊆ OX . We denote by Z(n) the closed subscheme of X cut out by In+1. Let N ↪→M be an
injective map between coherent OX -modules and let s∈ Γ(Xan,Nan) be an analytic section of N. Suppose
that for all n≥ 0, the image of s in Γ(Z(n),Man|Z(n)) is algebraic. Then the image of s in Γ(Z(n),Nan|Z(n))

is algebraic for all n≥ 0.

Proof. By the Artin–Rees lemma, there exists a k ≥ 0 such that for all n≥ k we have

(In+1M)∩N ⊆ In−k+1N.

This yields the commutative diagram with exact rows

0 // (In+k+1M)∩N

��

// N // im(N→M|Z(n+k))

��

// 0

0 // In+1N // N // N|Z(n) // 0

which implies that the image of s in Γ(Z(n),Nan|Z(n)) is the image of an element of

Γ(Z(n+k), im(N→M|Z(n+k)))

and hence is algebraic by Lemma 2.17 applied to the inclusion im(N→M|Z(n+k)) ↪→M|Z(n+k) . �

3. Logarithmic connections and canonical extensions

3.1. Connections on log schemes with constant log structure

Definition 3.1. Let X be an idealized smooth log scheme over C or an idealized smooth log complex
analytic space. An integrable connection on X is the data of a coherent OX -module E together with
an integrable logarithmic connection ∇ : E → E ⊗Ω1

X/C. We denote by MIC(X/C) the category of
integrable connections and horizontal maps.

As in the case of smooth schemes X (with no log structure), the category MIC(X/C) is a C-linear
abelian category endowed with a symmetric monoidal tensor product E⊗F and internal Hom, denoted
Hom(E,F). Unlike the classical case, its objects are not locally free, it is not rigid as a tensor category,
and the tensor product is not exact.

The de Rham complex Ω•X/C ⊗ E and the de Rham cohomology H∗dR(X ,E) = H∗(X ,E ⊗Ω•X/C) are
defined in the usual way. We have the useful formula

Hom(E,F) = H0
dR(X ,Hom(E,F)).

A morphism f : X ′→ X induces a pull-back functor

f ∗ : MIC(X/C)→MIC(X ′/C)

which agrees with the module pullback on underlying sheaves, and for every object E of MIC(X/C) a
map f ∗ : H∗dR(X ,E)→ H∗dR(X

′, f ∗E). For an idealized smooth log scheme X over C we have an analyti-
fication functor

E 7→ Ean : MIC(X/C)→MIC(Xan/C),

and a natural morphism H∗dR(X ,E)→ H∗dR(Xan,Ean).
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Lemma 3.2. Let X be a hollow idealized smooth log scheme over C or log complex analytic space. Then,
the following hold.

(a) The underlying scheme X is smooth.

(b) The map M
gp
X → Ω1

X/X sending a local section m to the image of d log(m) (part of the universal log
derivation on X relative to X) annihilates the subsheaf O×X and induces an isomorphism

M
gp
X ⊗Z OX ∼−−→Ω

1
X/X .

(c) The following sequence is exact.

0 // Ω1
X/C

// Ω1
X/C

// M
gp
X ⊗Z OX // 0

Proof. Since X locally admits a strict étale map X → AP,K where K = P \P×, we may assume X =

AP,P\P× . Then X = Spec(C[P×]) is smooth, and the short exact sequence in question takes the form

0 // C[P×]⊗P× // C[P×]⊗Pgp // C[P×]⊗Pgp // 0. �

In this subsection, we shall explicate the category MIC(X/C) in the case when X is hollow and idealized
smooth. For the sake of intuition, we note that the Betti realization of such an X is a torus bundle over Xan.
More precisely, the map τ : Xlog→ Xan is a torsor under the family of real tori Hom(MX ,S1). A splitting
ε of MX provides a section of this torsor (see Figure 3.1), and a pull-back functor ε~ from local systems
on Xlog to local systems on Xan. We use the superscript ~ here to indicate that the functor is not induced
by a map of log schemes X → X , though it behaves as if it was. The Künneth theorem allows one to
identify local systems on Xlog with local systems on X endowed with an action of Hom(MX ,Z(1)).

ετ

Xlog

Xan

FIGURE 1. The Kato–Nakayama space of a log scheme X with a splitting ε .

Proceeding by analogy, we shall now describe integrable connections on X in terms of integrable con-
nections on X depending on the choice of a splitting ε .

Construction 3.3. Let X be a hollow idealized smooth log scheme over k and let ε be a splitting on
X . Although ε (or rather the corresponding retraction ε ′ : MX → O×X = MX ) does not come from a
morphism of log schemes X → X , it induces a morphism

ε
~ : Ω

1
X/C −→Ω

1
X/C

as follows. Recall that giving a map Ω1
X/C→ F of OX -modules is equivalent to giving a log derivation

with values in F, which by definition is a pair of maps (∂ ,∂ log) where ∂ : OX → F is a derivation and
where ∂ log : MX → F is a monoid homomorphism satisfying α(m)∂ log(m) = ∂ (α(m)) for every local
section m of MX . Let dlog

ε : MX → Ω1
X/C be the map sending a local section m to d log(ε ′(m)) and let
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d : OX → Ω1
X/C be the universal derivation on X . We claim that the pair (d,dlog

ε ) forms a log derivation
on X/C. By definition, we need to verify the formula

α(m)dε(m) = dα(m)

for a local section m of MX . By Lemma 2.6, α(m) is nilpotent if m /∈ O×X , so α(m) = 0 as X is reduced,
and the formula is satisfied in this case. For m ∈ O×X , the formula is obvious. We let ε~ be the OX -linear
map corresponding to this log derivation by the universal property of Ω1

X/C.

Let QX = Ω1
X/X =M

gp
X ⊗Z OX (Lemma 3.2). The map ε~ splits the short exact sequence introduced in

Lemma 3.2

0 // Ω1
X/C

// Ω1
X/C

q // QX // 0

Using the induced decomposition Ω1
X/C ' QX ⊕Ω1

X/C, we see that the data of a logarithmic connection
E→ E⊗Ω1

X/C amounts to the data of a pair of maps (ε~(∇),ρ∇) defined as

ε
~(∇) : E ∇−−→ E⊗Ω

1
X/C

1⊗ε~−−−→ E⊗Ω
1
X/C, ρ∇ : E ∇−−→ E⊗Ω

1
X/C

1⊗q−−→ E⊗QX

where ε~(∇) is a connection on X and where ρ∇ is OX -linear.

Lemma 3.4. Let ∇ : E → E⊗Ω1
X/C be a logarithmic connection on an OX -module E. Then ∇ is inte-

grable if and only if the following conditions hold:

i. the connection ε~(∇) : E→ E⊗Ω1
X/C is integrable,

ii. the map ρ∇ : E→ E⊗QX is a QX -Higgs field,

iii. the map ρ∇ : E → E ⊗QX is horizontal, where we endow QX = M
gp
X ⊗Z OX with the canonical

connection satisfying ∇(m⊗1) = 0, and E⊗QX with the tensor product connection.

Before we give the (straightforward) proof, let us recall the notion of a Higgs field used in its statement.
We will make use of the extra generality shortly.

Definition 3.5. Let (A,⊗) be a symmetric monoidal abelian category.

(a) For an object F of A and r ≥ 0, the r-th exterior power ∧rF is the image of the antisymmetrization
map ∑σ∈Sr(−1)sign(σ)σ : F⊗r→ F⊗r, see [5, §7, p. 165]. For i, j ≥ 0, we denote by ∧ the map

∧ : ∧iF⊗∧ jF −→ ∧i+ jF.

(b) Let F be an object of A. An F-Higgs object of A is a pair (E,θ) where E is an object of A and
θ : E→ E⊗F is a morphism (called a Higgs field) satisfying θ 1 ◦θ = 0 where θ 1 is the map

E⊗F −θ⊗1−−−→ E⊗F⊗F 1⊗∧−−→ E⊗∧2F,

A morphism of F-Higgs objects (E ′,θ ′)→ (E,θ) is a morphism f : E ′→ E for which the square

E ′ θ ′ //

f
��

E ′⊗F

f⊗1
��

E
θ

// E⊗F
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commutes. We denote by HIGF(A) the category of F-Higgs objects of A.2

(c) Let (E,θ) be an F-Higgs object of A. The Higgs complex of (E,θ) is the complex

E −→ E⊗F −→ E⊗∧2F −→ ·· ·

where the differential θ i : E⊗∧iF → E⊗∧i+1F is the composition

E⊗∧iF
(−1)iθ⊗1−−−−−→ E⊗F⊗∧iF 1⊗∧−−→ E⊗∧i+1F.

Proof of Lemma 3.4. Using the decomposition Ω2
X/C 'Ω2

X/C⊕(QX⊗Ω1
X/C)⊕∧2QX induced by ε~, we

can describe the sequence E→ E⊗Ω1
X/C→ E⊗Ω2

X/C as the totalization of the diagram

E⊗Ω2
X/C

E⊗Ω1
X/C

ε~(∇)1

OO

ρ∇⊗1 // E⊗QX ⊗Ω1
X/C

E
ρ∇

//

ε~(∇)

OO

E⊗QX

δ

OO

ρ1
∇

// E⊗∧2QX .

where δ is the connection on E ⊗QX , explicitly described as δ (e⊗ q) = s(∇(e)⊗ q) for e ∈ E and
q ∈M

gp
X where s : E⊗Ω1

X/C⊗QX ∼−−→ E⊗QX ⊗Ω1
X/C is the shuffle map. Therefore ∇1 ◦∇ = 0 if and

only if ε~(∇)1 ◦ ε~(∇) = 0, ρ1
∇
◦ρ∇ = 0, and the square in the diagram commutes. �

Remarks 3.6. 1. Suppose that MX is constant with value Nr. The above shows that in the presence of a
splitting ε on X , the data of a log integrable connection on X is equivalent to the data of an integrable
connection on X endowed with r commuting horizontal endomorphisms (the “residues”).

2. Let f : Y → X be a map between hollow idealized smooth log schemes over C and let εX and εY

be splittings with which f is compatible (Remark 2.7). Then, we have an isomorphism of functors
ε
~
Y ( f ∗(−))' f ∗(ε~X (−)) from MIC(X/C) to MIC(Y/C).

3. The following variant is quite useful in practice. Let (X ,D) be an snc pair and let X be the associated
log scheme. Let D1, . . . ,Dr be the components of D. For I ⊆ {1, . . . ,r}, let Z =

⋂
i∈I Di be the

closure of a stratum of D and let ∂Z = Z ∩
⋃

i/∈I Di. Then (Z,∂Z) is an snc pair, and we denote
by Z′ the corresponding log scheme. We have a morphism of log schemes Z → Z′ which is the
identity on the underlying schemes. This map étale locally admits a “splitting,” i.e. a splitting ε of the
map MZ′ →MZ . In turn, the splitting ε induces a functor ε~ : MIC(Z/C)→MIC(Z′/C) enjoying
properties similar to those listed in Proposition 3.7 below. See [18, §3.3] for related calculations.

4. The dual map (ε~)∨ : TX/C → TX/C defines a morphism of Lie algebroids, i.e. it is a morphism of
C-Lie algebras on X (see [16, §2]) such that u ◦ (ε~)∨ is the identity where u : TX/C → TX/C is the
map induced by the map of log schemes X → X . In particular, we obtain a functor on the level of
modules over those algebroids which agrees with ε~.

2If F is dualizable, then the data of an F-Higgs field on an object E is equivalent to the structure of an Sym(F∨)-module
on E. As pointed out by Langer [17, §4, especially Remark 4.12], in general it is better to work with the category of Sym(L)-
modules for an object L of A — for example, unlike the category of F-Higgs objects in our sense, it is always an abelian
category. Fortunately in our setting the object F will always be dualizable.
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5. The functor ε~ : MIC(X/C)→MIC(X/C) extends to a functor

ε
~ : Modcoh(DX)−→Modcoh(DX)

between the categories of coherent (log) D-modules [15, 14].

Summarizing the above discussion, we have proved:

Proposition 3.7. Let X be a hollow idealized smooth log scheme over C and let ε be a splitting on X.
Then, the following assertions hold.

(a) The sheaf MX is locally constant, X is smooth over C, and ε induces a map

ε
~ : Ω

1
X/C −→Ω

1
X/C

splitting the exact sequence

0 // Ω1
X/C

// Ω1
X/C

// QX // 0, QX =M
gp
X ⊗Z OX .

(b) In turn, the map ε~ induces a monoidal functor

ε
~ : MIC(X/C)−→MIC(X/C)

and an equivalence of categories

(E,∇) 7→ (ε~(E,∇),ρ∇) : MIC(X/C) ∼−−→ HIGQX (MIC(X/C)).

(c) The equivalence in (b) is compatible with cohomology in the following way. For an object (E,∇) of
MIC(X/C), we have a functorial isomorphism between the de Rham complex E ⊗Ω•X/C of E and
the total complex of the double complex

· · · · · ·

· · · // E⊗∧iQX ⊗Ω
j+1
X/C

//

OO

E⊗∧i+1QX ⊗Ω
j+1
X/C

//

OO

· · ·

· · · // E⊗∧iQX ⊗Ω
j
X/C

//

OO

E⊗∧i+1QX ⊗Ω
j
X/C

//

OO

· · ·

· · ·

OO

· · ·

OO

whose i-th column is the de Rham complex of E⊗∧iQX and whose j-th row is the Higgs complex of
E tensored with Ω

j
X/C.

Corollary 3.8. Let X be a hollow idealized smooth log scheme over C. Then, every object of MIC(X/C)

is locally free as an OX -module, and the category MIC(X/C) is a rigid tensor category [5, §2]. If X is
connected, then for every point x ∈ X(C) and every splitting ε on x, the functor

ω = ε
~ ◦ x∗ : MIC(X/C)−→MIC(x/C) = VectC

is an exact faithful C-linear tensor functor, making (MIC(X/C),ω) a Tannakian category.

Proof. Since X locally admits a splitting, for every object (E,∇) of MIC(X/C), the OX -module E locally
admits the structure of an object of MIC(X/C) and hence is locally free. The rest follows. �
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The following straightforward lemma records the dependence of ε~(E) on the splitting ε .

Lemma 3.9. Let X be a hollow idealized smooth log scheme over C and let εi (i = 0,1) be two splittings
on X. We treat ε0/ε1 as a map MX →O×X . The composition d log(ε0/ε1) : MX →O×X →Ω1

X/C is additive
and hence uniquely extends to an OX -linear map δ (ε0,ε1) : QX → Ω1

X/C. Let (E,∇) be an object of
MIC(X/C). Then, the OX -linear map ε

~
0 (∇)− ε

~
1 (∇) equals the composition

E
ρ∇ // E⊗QX

1⊗δ (ε0,ε1) // E⊗Ω1
X/C.

Finally, we state a result for a general idealized smooth (non-hollow) log scheme X . Intuitively, it says
that the “map” εuniv ◦π : X#→ X is “unramified.”

Lemma 3.10. Let X be an idealized smooth log scheme over C and let π : X# → X be the morphism
constructed in §2.3, endowed with the universal splitting εuniv. Then, the composition

π∗Ω1
X/C

π∗ // Ω1
X#/C

ε
~
univ // Ω1

X#/C

is an isomorphism.

Proof. Since the log stratification p : X [→X satisfies p∗Ω1
X/C'Ω1

X [/C, we may assume that X is hollow.
Working locally, by Lemma 2.6(d) we may assume that X =Spec(P→C)×Gn

m for some sharp fs monoid
P, where P→ C maps P \ 0 to 0. In this case, X# = Spec(P→ C[Pgp])×Gn

m where P→ C[Pgp] maps
P \ 0 to 0, and εuniv(p) = (p, p) (see Example 2.12). The rest follows by a direct calculation using the
formula

ε
~
univπ

∗(d log(p)) = d log(p). �

3.2. Ogus’ Riemann–Hilbert correspondence

Ogus’ correspondence [24] describes the category MIC(X/C) of integrable connections on an idealized
smooth log complex analytic space X in terms of certain constructible sheaves on the Kato–Nakayama
space Xlog.

At its kernel, it is a generalization of the following basic fact. A locally free log connection on the open
unit disc in Aan

N can be put in the form (On
X ,d +Ud logz) where U ∈Mn×n(C) is a constant matrix. The

monodromy of the associated local system on the punctured disc is given by T = exp(−2πiU) [6, Chap.
II, Lemme 1.17.1]. In order to recover the log connection from its monodromy, we need to describe the
set of “logarithms” of the matrix T , which is in bijection with the set of C-gradings Cn =

⊕
λ∈CVλ stable

under U and such that U has unique eigenvalue exp(−2πiλ ) on Vλ for every λ ∈ C, determined by the
condition that T has unique eigenvalue λ on Vλ .

Definition 3.11 ([24, Definition 3.2.4]). Let X be an idealized smooth log complex analytic space. We
set KX = α−1(0)/O×X ⊆MX , and define

Clog
X = C[−τ

∗MX ]/(−KX), ΛX = C⊗ τ
∗M

gp
X

where τ : Xlog → X is the Kato–Nakayama space of X . The inclusion −τ∗MX ↪→ Λ makes Clog
X into a

ΛX -graded sheaf of rings on Xlog. We also set Ix = Hom(M
gp
X ,x,Z(1)) = π1(τ

−1(x)) for x ∈ X .

We denote by L(X) the category (denoted LΛ
coh(C

log
X ) in [24]) of ΛX -graded Clog

X -modules V satisfying
the following conditions:
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(1) V is log constructible [24, Definition 3.2.3],

(2) for every x ∈ Xlog, the stalk Vx is finitely generated over Clog
X ,x = C[−MX ,τ(x)]/(−KX ,τ(x)),

(3) for every log path [24, p. 704] from x to y in Xlog, the cospecialization map

γ
∗
x,y : Vx⊗Clog

X ,x
Clog

X ,y −→Vy

is an isomorphism,

(4) for every x ∈ Xlog, every γ ∈ Iτ(x) and every λ ∈ ΛX ,x, the number exp〈λ ,γ〉 is the unique eigen-
value of γ : Vx,λ →Vx,λ .

Theorem 3.12 ([24, Theorem 3.4.2]). Let X be an idealized smooth log complex analytic space.3 There
is an equivalence of tensor categories

V : MIC(X/C) ∼−−→ L(X),

functorial with respect to maps Y → X of idealized smooth log complex analytic spaces. Furthermore,
there is a functorial (in both E and X) quasi-isomorphism

E⊗Ω
•
X/C −→ Rτ∗(V(E))0

where the subscript 0 denotes the zeroth graded piece.

Remark 3.13 (Functoriality of V). Functoriality of the equivalence V with respect to X means the fol-
lowing. Let f : Y → X be a map of idealized smooth log complex analytic spaces. The pullback functor

f ∗ : L(X)−→ L(Y )

is induced by the module pullback functor with respect to the map of ringed spaces

(Ylog,C
log
Y )→ (Xlog,C

log
X ),

with ΛY -grading induced by the ΛX grading via the map f ∗ΛX → ΛY . Then, functoriality means the
existence of a natural isomorphism between the two compositions in the square below.

MIC(X/C) ∼
VY //

f ∗

��

L(X)

f ∗

��
MIC(Y/C)

∼
VX

// L(Y ).

(3.1)

Example 3.14. Let P be a sharp fs monoid and let K ⊆ P be an ideal. Let L(P,K) be the category of
finitely generated Pgp⊗C-graded C[P]/(K)-modules V =

⊕
λ∈Pgp⊗CVλ endowed with a homogeneous

action of π1(P) = Hom(Pgp,Z(1)) such that for every γ ∈ π1(P) and every λ ∈ Pgp⊗C, the number
exp〈λ ,γ〉 is the unique eigenvalue of γ : Vλ → Vλ . Let X = Aan

P,K . Then by [24, Proposition 3.2.5] there
is a tensor equivalence

L(Xan)' L(−P,−K).

3In [24] this theorem is stated for analytifications of idealized smooth log schemes over C, but the proof does not make use
of that assumption.
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Lemma 3.15. Let P be a sharp fs monoid and let K ⊆ P be an ideal. Let F ⊆ P be a face disjoint from
K and let P′ = PF , K′ = K +P′. Let X = Aan

P,K ⊆ Hom(P,C) and X ′ = Aan
P′,K′ ⊆ X. For a generating set S

of P and a real number δ > 0, consider the following open subsets:

Uδ = {x ∈ X : |x(p)|< δ for p ∈ S},
U ′

δ
=Uδ ∩X ′

Then, there are tensor equivalences L(Uδ ) ' L(−P,−K) and L(U ′
δ
) ' L(−P′,K′) fitting inside a com-

mutative square

L(Uδ ) //

o
��

L(U ′
δ
)

o
��

L(−P,−K) // L(−P′,−K′).

Proof. We first show that for every face F of P disjoint from K, the inclusion of Uδ ∩XF ↪→ XF is a
homotopy equivalence. Here XF = AFgp is the stratum corresponding to F . To show this we may ignore
the ideal K. We also note that S∩F is a generating set for F . Identifying X with Hom(P,C), we have

XF = {x : P→ C : x−1(C×) = F}

= Hom(Fgp,C×) = Hom(Fgp,R>0)×Hom(Fgp,S1),

XF ∩Uδ = {x : Fgp→ C× : |x(p)|< δ for p ∈ S∩F}

= {x : Fgp→ R>0 : x(p)< δ for p ∈ S∩F}×Hom(Fgp,S1).

It remains to observe that the set cut out by the equations x(p) < δ in the convex cone Hom(Fgp,R>0)

is convex and contains a neighborhood of zero, and hence is contractible, so that its inclusion into
Hom(Fgp,R>0) is a homotopy equivalence.

The following description of log constructible sheaves on X log where X = AP,K appears in [24, §3.2].
Such a sheaf corresponds to the data of a functor

F : {faces of P} −→ π1(P)-sets

where F(F) is the stalk of the corresponding sheaf at a prescribed point of X log
F , and where the maps

F(F ′) → F(F) for F ′ ⊆ F correspond to the cospecialization maps. In these terms, the sheaf Clog
X

corresponds to the family of algebras C[−P/F ]/(−K), the sheaf of gradings ΛX corresponds to the
family of groups (P/F)gp⊗C, and an object V of L(X) corresponds to the family of finitely gener-
ated (P/F)gp⊗C-graded C[−P/F ]/(−K)-modules VF endowed with an action of π1(P) satisfying the
suitable condition on eigenvalues, and such that the cospecialization map for the inclusion 0 ⊆ F in-
duces an isomorphism VF = V0⊗C[−P]/(−K) C[−P/F ]/(−K). It is therefore determined by the object
V0 ∈ L(−P,−K) (see the discussion following [24, Definition 3.2.4]), and so L(X) is equivalent to the
category L(−P,−K). We have just explained the proof of [24, Proposition 3.2.5] mentioned in Exam-
ple 3.14 above.

The point of going into Ogus’ proof is that his argument for this description, employing the universal
cover of X log, applies equally well to any open subset U ⊆ Xan with the property that for every face F of
P disjoint from F , the preimage of U ∩XF in the universal cover of X log is contractible. In particular, by
the result of the first paragraph, it applies to the sets Uδ and U ′

δ
, and we obtain our assertion. �
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3.3. Canonical extensions

In this section, we fix a good embedding j : X ↪→ X of log complex analytic spaces (Definition 2.3). For
x ∈ X , we have a canonical isomorphism

MX ,x ' Fx⊕ ( j∗MX)x

where Fx ' Ns for some s ≥ 0 depending on x. For an object E of MIC(X/C), the generators e1, . . . ,es

(well defined up to permutation) of Fx induce linear endomorphisms (“residues”)

ρi : Ex −→ Ex, Ex = E⊗κ(x).

We denote by Rx ⊆ C the union of the set of negatives of the eigenvalues of ρ1, . . . ,ρs and call it the set
of exponents at infinity of E at x.

Definition 3.16. Let τ : C/Z→ C be a section of the projection C→ C/Z and let j : X → X be a good
embedding. We say that an object E ∈MIC(X/C) is τ-adapted if:

(1) for every x ∈ X , the set Rx of exponents at infinity of E at x is contained in im(τ),

(2) the map E→ j∗ j∗E is injective.

We denote by MICτ(X ,X/C) the full subcategory of MIC(X/C) consisting of τ-adapted objects.

Theorem 3.17. Let τ : C/Z→ C be a section of the projection C→ C/Z.

(a) The restriction functor induces an equivalence

MICτ(X ,X/C) ∼−−→MIC(X/C).

(b) If τ(0) = 0, then for every object E of MICτ(X ,X/C) the map

j∗ : H∗dR(X ,E)−→ H∗dR(X , j∗E)

is an isomorphism.

(c) An object E of MICτ(X ,X/C) is locally free (as an OX -module) if and only if its restriction to X is
locally free.

Before proving the result, we show an auxiliary statement about monoids.

Lemma 3.18. Let P be a sharp fs monoid and let Q = P×Nr and Q′ = P×Zr. Let K ⊆ P be an ideal,
and denote also by K the ideal it generates in Q and Q′. Denote by Lτ(Q,K) the full subcategory of
L(Q,K) (see Example 3.14) consisting of objects V such that

(1) V is generated as a C[Q]-module by
⊕

λ∈(Pgp⊗C)×im(τ)r Vλ ,

(2) the map V →V ′ =V ⊗C[Q] C[Q′] is injective.

Then

(a) the functor V 7→V ′ =V ⊗C[Q] C[Q′] induces an equivalence of categories

Lτ(Q,K) ∼−−→ L(Q′,K),

(b) an object V of Lτ(Q) is free as a C[Q]/(K)-module if and only if V ′ is free as a C[Q′]/(K)-module.
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Proof. Let Σ = {z ∈ C : z− τ(z) ∈ N}. For an object V ′ of L(Q′,K), we set

V =
⊕

λ∈(Pgp⊗C)×Σr

V ′
λ
.

This is a Qgp⊗C-graded C[Q]-module with an action of π1(Q)= π1(Q′) satisfying the required condition
on eigenvalues. We check that it is finitely generated by homogeneous elements lying in degrees in

(Pgp⊗C)× im(τ)r.

Let v′1, . . . ,v
′
r be homogeneous generators of V ′ lying in degrees λ ′i = (ηi,λ

′
i,1, . . . ,λ

′
i,r). Let

vi = x
τ(λ ′i,1)−λ ′i,1
1 · · ·xτ(λ ′i,r)−λ ′i,r

r v′i ∈V ′
λi
, λi = (ηi,τ(λ

′
i,1), . . . ,τ(λ

′
i,r)) ∈ (Pgp⊗C)× im(τ)r,

these elements generate V . Finally, we have V ′ =V ⊗C[Q] C[Q′], so V →V ⊗C[Q] C[Q′] is injective. The
construction V ′ 7→V is functorial in V ′ and produces a quasi-inverse to the given functor, showing (a).

To show (b), suppose that V ′ is freely generated by the homogeneous elements v′i ∈V ′
λ ′i

. Then V is freely
generated by the elements vi. �

Proof of Theorem 3.17. (a) The subcategory MICτ(X ,X/C) of MIC(X/C) is defined by a pointwise
condition and hence is of local nature on X . Localizing near a point x ∈ X and using the local form of
a good embedding, we may assume that X is an open subset of the form Uδ of AP×Nr,K appearing in
Lemma 3.15, so that X =U ′

δ
. Using that lemma combined with Theorem 3.12 and [24, Remark 2.1.3],

we obtain a commutative square of categories and functors

MICτ(X ,X/C)
j∗ //

o
��

MIC(X/C)

o
��

Lτ(P×Nr,K) // L(P×Zr,K)

where Lτ(P×Nr,K) is as in Lemma 3.18. The bottom arrow is an equivalence by (a) of that lemma, and
the assertion follows.

(b) Using the argument in (a), this follows from Lemma 3.18(b). �

4. Regular connections and the Riemann–Hilbert correspondence

4.1. Regular connections

Let X be an idealized smooth log scheme over C, let π : X#→ X be the morphism constructed in Propo-
sition 2.8, and let εuniv be the universal splitting of the log structure MX# = π∗MX . The log scheme X#

is idealized smooth and hollow, and so its underlying scheme is smooth (Lemma 3.2(a)). As in §3.1, we
have a functor

ε
~
univ : MIC(X#/C)−→MIC(X#/C).

Definition 4.1. With notation as above, we say that an object E of MIC(X/C) is regular if the object
ε
~
univ(π

∗E) of MIC(X#/C) is regular in the classical sense [6, Chap. II, Définition 4.2]. We denote by
MICreg(X/C) the full subcategory of MIC(X/C) consisting of the regular objects.

We note right away that if X has trivial log structure, then X = X# = X and an object E of MIC(X/C) =

MIC(X/C) is regular in the above sense if and only if it is regular in the classical sense.

The use of the universal splitting ε
~
univ on X# is nicely canonical. However, any splitting will do:



REGULAR LOGARITHMIC CONNECTIONS 23

Lemma 4.2. Let X be a hollow idealized smooth log scheme over C and let εi (i = 0,1) be two splittings
on X. Let E be an object of MIC(X/C). Then ε

~
0 (E) is regular if and only if ε

~
1 (E) is regular.

Proof. We may assume that MY is constant with value P and that Y admits a good compactification
Y ↪→ Y (which in this case means the usual snc compactification). Write ∇i = ε

~
i (∇) for the connection

on ε
~
i (E), and suppose that ε

~
0 (E) = (E,∇0) is regular. Let E be the canonical extension of (E,∇0) to

a connection on Y with logarithmic poles along D = Y \Y . We claim that ∇1 extends to a logarithmic
connection on E as well, showing that ε

~
1 (E) = (E,∇1) is regular.

By Lemma 3.9, we have ∇1 = ∇0− (1⊗ δ (ε0,ε1)) ◦ρ∇. Pick a basis p1, . . . , pr of Pgp, and write fi =

ε0(pi)/ε1(pi) ∈ Γ(Y,O×Y ). Then d log( fi) is a section of Ω1
Y/C(logD). We explicate ∇1 as

∇1 = ∇0−∑
i

ρi⊗d log( fi)

where ρi : E → E is the residue map induced by pi. By functoriality of the canonical extension, since
the maps ρi : E → E are horizontal with respect to ∇0, they extend uniquely to morphisms ρ i : E → E.
Therefore ∇1 maps E into E⊗Ω1

Y/C(logD). �

Lemma 4.3. Let X be an idealized smooth log scheme over C and let E be an object of MIC(X/C). The
following conditions are equivalent.

(a) E is regular,

(b) for every idealized smooth and hollow Y with a strict map f : Y → X, and every splitting ε of f ∗MX ,
the object ε~( f ∗E) of MIC(Y/C) is (classically) regular,

(c) there exists a log dominant (Definition 2.14) morphism f : Y→X with Y idealized smooth and hollow
and a splitting ε on Y such that ε~( f ∗E) is (classically) regular.

Proof. Every f : Y → X as in (b) uniquely factors through a map f̃ : Y → X# such that the splitting ε is
the preimage of the universal splitting εuniv. Then

ε
~( f ∗E) = ε

~( f̃ ∗π∗E) = f̃ ∗ε~univ(π
∗E)

which shows that (a) implies (b). Moreover, (b) implies (c).

It remains to show that (c) implies (a). We have a commutative square (see Remark 2.7)

Y #

πY

��

g // X#

π

��
Y

f
// X

where the top map g is a dominant as a map of schemes. Denote by ε0 and ε1 the splittings on Y # induced
by ε and εuniv, respectively. By Lemma 4.2, we have

ε
~
0 (g∗π∗E) is regular ⇔ ε

~
1 (g∗π∗E) is regular.

But ε
~
0 (g∗π∗E)' ε

~
0 (π∗Y f ∗E) = π∗Y (ε

~( f ∗E)), which is regular since ε~( f ∗E) is. Therefore

ε
~
1 (g∗π∗E)' g∗(ε~univ(π

∗E))

is regular, and hence so is ε
~
univ(π

∗E) by [6, Chap. II, Proposition 4.6(iii)]. �

Corollary 4.4. Let X be an idealized smooth log scheme over C. Then the following hold.
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(a) For every morphism f : Y → X such that Y is idealized smooth, the pull-back functor

f ∗ : MIC(X/C)→MIC(Y/C)

maps MICreg(X/C) into MICreg(Y/C).

(b) If f : Y → X is a log dominant (Definition 2.14) morphism of idealized smooth log schemes over C
and E is an object of MIC(X/C) such that f ∗E is regular, then E is regular as well.

Proof. The first assertion follows from characterization (b) in Lemma 4.3, and the second one from
characterization (c). �

Proposition 4.5. Let X be an idealized smooth log scheme over C. Then, the category MICreg(X/C) is
an abelian subcategory of MIC(X/C) stable under direct sums, tensor products, exterior and symmetric
powers, duals, internal Hom, subobjects, quotients, and extensions.

Proof. We will use the corresponding assertions about MICreg(X#/C), see [6, Chap. II, Proposition 4.6].

TENSOR OPERATIONS. Let E and F be regular. Since the functor ε
~
univπ∗ is monoidal, i.e.

ε
~
univ(π

∗(E⊗F))' ε
~
univ(π

∗E)⊗ ε
~
univ(π

∗F),

the assertion follows from the corresponding assertion about MICreg(X#/C). Since exterior and sym-
metric powers are natural direct summands of tensor powers, we obtain the regularity of ∧p(E) and
Symp(E) as well.

QUOTIENTS. Since the functor ε
~
univπ∗ is right exact (being the composition of the right exact π∗ and the

exact functor ε
~
univ), the assertion follows from the corresponding assertion about MICreg(X#/C).

EXTENSIONS. Let 0→ E ′ → E → E ′′ → 0 be a short exact sequence in MIC(X/C), with E ′ and E ′′

regular. Applying the functor ε
~
univπ∗, we obtain a right exact sequence in MICreg(X#/C)

ε
~
univ(π

∗E ′) // ε~univ(π
∗E) // ε~univ(π

∗E ′′) // 0.

Therefore ε
~
univ(π

∗E) is an extension of the regular ε
~
univ(π

∗E ′′) by a quotient of the regular ε
~
univ(π

∗E ′),
and hence is regular.

SUBOBJECTS. Let E ′→ E be a monomorphism in MIC(X/C) where E is regular. We want to show that
E ′ is regular as well. The subtlety is that π : X# → X is not flat, and so π∗(E ′)→ π∗(E) might not be
injective.

Suppose first that X is hollow. In this case, X#→ X [ = X is smooth, and the assertion follows from the
classical case since ε

~
univ(π

∗E ′)→ ε
~
univ(π

∗E ′) is injective.

The question is strict étale local, so we may assume X is affine admits a strict étale map X → AP,K . In
fact, by Lemma 2.2 we may reduce to the case K =∅. For a face F of P, let UF be the preimage of APF

in X and let XF be the preimage of AFgp embedded as in (2.1), so that

X [ = A[
P×AP X '

⊔
F

XF .

We need to show that the pull-back of E ′ to every XF is regular. Fix a face F ⊆ P and let Z = XF be the
corresponding stratum. Since XF ⊆UF , we may replace X with UF and hence assume Z is closed in X ,
cut out by an ideal I⊆ OX . For n≥ 0, we let Z(n) be the closed subscheme cut out by the ideal In+1.
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As in the proof of Proposition 2.15, by the Artin–Rees lemma there exists a k ≥ 0 and a surjection

im(E ′→ E|Z(k))−→ E ′|Z.

We may then replace X with Z(k) and E ′ with im(E ′→ E|Z(k)). We have thus reduced to the case X with
constant log structure.

We may reduce to the case E ′ = IE using the Snake Lemma applied to the diagram

0 // IE ′

��

// E ′� _

��

// E ′/IE ′

��

// 0

0 // IE // E // E/IE // 0.

However, IE itself is a quotient of I⊗E. Since tensor products of regular objects are regular, we are
finally reduced to showing that I is regular as an object of MIC(X/C).

To show that I is regular, we may assume that X admits a strict étale map X → AP,K with I generated by√
K = P\P×. Thus I is the pullback of

√
K ·OAP,K , and it suffices to treat X = AP,K and I=

√
K ·OAP,K .

Since Pgp is free, we may write P = P×P×. Then I is the pullback of the ideal generated by P\{0} in
AP,K where K is the image of K in P. This reduces us further to the case X = Spec(P→ C[P]/(K)), but
then X is a point, and we conclude by Lemma 4.3(c).

INTERNAL HOM. As in the proof above, we reduce to showing that if E and F are regular objects of
MIC(X/C) and Z ⊆ X is a closed log stratum, then Hom(E,F)|Z is regular. If X = Z (i.e. X is hollow),
this is clear because ε

~
univ(π

∗Hom(E,F))'Hom(ε~univ(π
∗E),ε~univ(π

∗F)) by flatness of π . In general, by
the Mittag–Leffler property (Lemma 4.6 below with e = 0) there exists a k≥ 0 such that the natural map

Hom(E,F)|Z −→ Hom(E|Z(k) ,F |Z(k))|Z

is injective. Therefore we may replace X with Z(k). In this case, the short exact sequences

0 // I j+1F // I jF // I jF/I j+1F // 0

induce exact sequences

Hom(E,I j+1F) // Hom(E,I jF) // Hom(E,I jF/I j+1F)

and by induction on j we reduce to the case IF = 0. In this case, Hom(E,F) = Hom(E/IE,F) =

Hom(E|Z,F |Z), and we reduced to the case X = Z already handled before. �

The above proof used the following lemma from commutative algebra.

Lemma 4.6. Let A be a Noetherian ring, let I ⊆ A be an ideal, and let E and F be finitely generated
A-modules. For n ≥ 0, set An = A/In+1, and for an A-module M we set Mn = M⊗A An. Then, for every
e≥ 0 there exists a ke ≥ e such that for every k ≥ ke the morphism

Hom(E,F)e −→ Hom(Ek,Fk)e

(induced by the restriction map π : Hom(E,F)→ Hom(Ek,Fk)) is injective.

Proof. Fix a presentation Am→ An→ E→ 0, so that Hom(E,F) is the cohomology module of

0−→ Fn −→ Fm
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with Fn→ Fm induced by the transpose of Am→ An (see [26, Tag 09BB]), and analogously Hom(Ek,Fk)

is the cohomology module of 0→ Fn
k → Fm

k . By the Mittag–Leffler property [26, Tag 0EGU], there
exists a ke ≥ e such that for k ≥ ke there exists a ψk making the triangle below commute

Hom(Ek,Fk)

ψk

��
Hom(E,F)k //

π

77

Hom(E,F)e.

Tensoring the above diagram with Ae shows that Hom(E,F)e→ Hom(Ek,Fk)e is a split injection. �

Remark 4.7. Let X be an idealized smooth log scheme over C, let E be an object of MIC(X/C), and let
U ⊆ X be an open subset containing the associated points of E. Suppose that E|U is regular. Must E be
regular as well?

The following provides a useful criterion for checking regularity using formal curve germs. For a space
of the form T = Spec(P ε−→ C((t))) where P is a sharp fs monoid and ε(P\{0}) = 0, we define

Ω
1
T/C = C((t))d log(t)⊕ (Pgp⊗Z C((t))).

We define MIC(T/C) in the obvious way, and “projection onto C((t))d log(t)” defines a functor

ε
~ : MIC(T/C)−→MIC(C((t))/C)

to the category of finite dimensional vector spaces over C((t)) endowed with an action of t d
dt satisfying

the Leibniz rule. As in [6, Chap. II, Définition 1.11], we say that an object E of MIC(C((t))/C) is regular
if it admits a C[[t]]-lattice stable under the action of t d

dt . For an idealized smooth log scheme X over C, a
map γ : T → X induces a functor γ∗ : MIC(X/C)→MIC(T/C).

For T = Spec(P ε−→ C((t))) as above and X an idealized smooth log scheme over C, let us say that a map
γ : T → X is algebraic if it factors as T →C→ X where C ↪→C is a good embedding of idealized smooth
log schemes of dimension one over C with C =C \{y}, where t is a local parameter of OC,y (identifying

the fraction field of ÔC,y with C((t))), and where P⊕N→ OC,y sending (p,n) to 0 if p 6= 0 and (0,n) to
tn is a local chart at C, and where T →C is induced by these data.

Proposition 4.8. Let X be an idealized smooth log scheme over C. An object E of MIC(X/C) is regular
if and only if for every sharp fs monoid P and every strict morphism

f : Spec(P ε−→ C((t)))−→ X ,

the object ε~( f ∗E) of MIC(C((t))/C) is regular. Moreover, it suffices to check this condition on algebraic
maps f .

Proof. Let E ∈MIC(X/C). By definition, E is regular if and only if the connection ε
~
univ(π

∗E) on X# is
regular. By [6, Chap. II, Théorème 4.1], this holds if and only if for every morphism

g : SpecC((s))−→ X#,

the pull-back g∗(ε~univ(π
∗E)) is regular, and it suffices to consider such germs which are “algebraic” in

our sense. By the definition of X#, such a map corresponds to a morphism f : SpecC((s))→ X and a
splitting ε of f ∗MX . Moreover, we have

g∗(ε~univ(π
∗E))' ε

~( f ∗E).

Let h : SpecC((t))→ SpecC((s)) be a finite extension such that h∗ f ∗MX is constant, so that h∗ f ∗MX

admits a global chart. Then ε~( f ∗E) is regular if and only if h∗(ε~( f ∗E)) is. �

https://stacks.math.columbia.edu/tag/09BB
https://stacks.math.columbia.edu/tag/0EGU
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Proposition 4.9. Let X be an idealized smooth log scheme over C and let

f : Spec(P ε−→ C((t)))−→ X ,

be a strict morphism, where P is a sharp fs monoid. If the underlying map of schemes extends to
SpecC[[t]], then for every E ∈MIC(X/C) the object ε~( f ∗E) of MIC(C((t))/C) is regular.

Proof. Let ∆ = SpecC[[t]] and ∆∗ = SpecC((t)), and let j : ∆∗ ↪→ ∆ be the inclusion. Let f̄ : ∆→ X be
an extension of f . Passing to an étale neighborhood of x = f̄ (0) we may assume that X admits a global
chart Q→MX .

Let M∆∗ = f ∗MX , with the given chart P→C((t)), and let M∆ = f̄ ∗MX , with the natural chart Q→C[[t]].
Finally, let M′

∆
= j∗M∆∗ be the push-forward log structure. Since M∆∗ = j∗M∆, we have the unit map

M∆ −→M′∆,

and hence maps of log schemes

f̄ : (∆,M′∆)−→ (∆,M∆)−→ X ,

where the second map is strict and the first is an isomorphism on ∆∗. Therefore the object f ∗E of
MIC(∆∗,M∆) extends to an object f̄ ∗(E) of MIC(∆,M′

∆
).

The push-forward log structure M′
∆
= j∗M∆∗ admits a chart ε̄ : P⊕N→ C[[t]] sending (0,n) 7→ tn and

everything else to 0. This induces a splitting of the short exact sequence

0 // Ω1
∆∗/C(log0) // Ω1

(∆,M′
∆
)

// O∆⊗Z Pgp // 0,

and just as before a functor
ε
~ : MIC(∆,M′∆)−→MIC(∆, j∗O∗∆∗).

Moreover, we have
j∗(ε~( f̄ ∗E))' ε

~( f ∗E),

and we conclude that ε~( f ∗E) extends to a log connection on the formal disc. It is therefore regular. �

Propositions 4.8 and 4.9 together imply:

Corollary 4.10. Let X be an idealized smooth log scheme over C whose underlying scheme X is proper
over C. Then MICreg(X/C) = MIC(X/C).

Finally, we turn to some basic cohomology comparison results in the case X has locally constant log
structure.

Lemma 4.11. Let X be a hollow idealized smooth log scheme over C and let E be an object of MICreg(X/C).
Then, H∗dR(X ,E)' H∗dR(Xan,Ean).

Proof. We may assume that MX is constant and that X admits a splitting ε . By Proposition 3.7, we have
a map of spectral sequences

H i
dR(X ,ε~E⊗∧ jQX)

αi j

��

⇒ H i+ j
dR (X ,E)

α

��

H i
dR(Xan,ε

~Ean⊗∧ jQX) ⇒ H i+ j
dR (Xan,Ean).
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Since ∧ jQX is constant, each ε~E ⊗∧ jQX is an object of MICreg(X/C). Therefore by the classical
comparison theorem [6, Chap. II, Théorème 6.2], the maps αi j are isomorphisms, and hence so is α . �

Corollary 4.12. For X with constant log structure and E regular, we have H∗dR(X ,E)' H∗dR(Xan,Ean).

Proof. Use the five lemma and the extensions 0→ IE → E → E/IE → 0 where I is the ideal of Xred in
X and apply Lemma 4.11 inductively. �

Remark 4.13. The strategy of using X# and the functor ε
~
univ(π

∗(−)) to study MIC(X/C) applies simi-
larly to categories of coherent log D-modules on X [15, 14] (see Remark 3.6.5). For example, if Z⊆X is a
closed subset, then its log dimension logdim(Z) introduced in [15] equals the dimension of π−1(Z)⊆ X#.
Moreover, using Lemma 3.10 one can show that an object M of Modcoh(DX) is holonomic if and only
if the object ε

~
univ(π

∗(M)) of Modcoh(DX#) is holonomic in the classical sense. It seems natural to call a
coherent DX -module M regular holonomic if ε

~
univ(π

∗(M)) is regular holonomic. That said, we did not
investigate this notion beyond the case of OX -coherent DX -modules i.e. objects of MIC(X/C).

4.2. The Existence Theorem

Theorem 4.14 (Existence theorem). Let X be an idealized smooth log scheme over C. Then the compos-
ite functor

MICreg(X/C) ↪→MIC(X/C)
E 7→Ean−−−−→MIC(Xan/C)

is an equivalence of categories.

Proof. We first show that the functor is fully faithful. For objects E and F of MICreg(X/C) consider the
object H = Hom(E,F). It is again regular by Proposition 4.5, and we have Hom(E,F) = H0

dR(X ,H) and
Hom(Ean,Fan) = H0

dR(Xan,Han). So we need to show that for a regular object H we have H0
dR(X ,H) '

H0
dR(Xan,Han). To this end, Proposition 2.15 applied to the log stratification of X allows us to reduce to

the case when the log structure on X is locally constant. In this case we apply Corollary 4.12 to conclude.

It remains to show essential surjectivity. By Corollary 4.4(b), the assertion is strict étale local on X .
Therefore by Theorem 2.4 we may assume that there exists a good compactification X ↪→ X . Consider
the commutative square of categories and functors

MICreg(X/C) //

��

MIC(Xan/C)

��
MICreg(X/C) // MIC(Xan/C)

The top functor is an equivalence by Lemma 4.10 and GAGA. The right functor is essentially surjective
by Proposition 3.17. So the bottom functor is essentially surjective. �

As a byproduct of the proof, we obtain another familiar-looking characterization of regular connections.

Corollary 4.15 (Regularity = log extendability). Let X be an idealized smooth log scheme over C and
let E be an object of MIC(X/C). The following are equivalent:

(a) E is regular,

(b) for every strict étale f : U → X and every good compactification j : U ↪→U, there exists an object E
of MIC(U/C) such that j∗E ' f ∗E,
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(c) there exists a strict étale cover { fi : Ui→ X}i∈I , good compactifications ji : Ui→U i, and objects E i

of MIC(U i/C) such that j∗i E i ' f ∗i E for every i ∈ I.

Remark 4.16. Is there a characterization of regular logarithmic connections in terms of growth condi-
tions akin to [6, Chap. II, Théorème 4.1(iii)]?

4.3. The Comparison Theorem

Theorem 4.17 (Comparison theorem). Let X be an idealized smooth log scheme over C and let E be an
object of MICreg(X/C). Then H∗dR(X ,E)' H∗dR(Xan,Ean).

The proof will rely on slight variants of two results of Ogus, adapted to our notion of a good compactifi-
cation.

Theorem 4.18 (Variant of [24, Theorem 3.4.9]). Let j : X ↪→ X be a good embedding of idealized smooth
log complex analytic spaces. Let E be an object of MIC(X/C), and suppose that the following two
conditions are satisfied

(1) For every x ∈ X, the set Rx of exponents at infinity (§3.3) of E at x satisfies Rx∩Fgp
x ⊆ Fx.

(2) E→ j∗ j∗E is injective.

Then H∗dR(X ,E)' H∗dR(X , j∗E).

Proof. As in [24], we may reduce to an analogous statement about monoids. Let P be a sharp fs monoid
and let P→ P′ be a localization with respect to a face F ⊆ P. Let V be an object of L(P) (Example 3.14)
and let V ′ =V ⊗C[P] C[P′]. Suppose that (1) V →V ′ is injective (i.e. V is F-torsion free) and that (2) the
Fgp-graded C[F ]-submodule Ṽ =

⊕
λ∈Fgp Vλ is generated by elements lying in gradings in −F ⊆ Fgp.

The statement we need (itself a variant of [24, Corollary 1.4.6]) is that the map on group cohomology

H∗(π1(P),V0)−→ H∗(π1(P),V ′0)

is an isomorphism. As in the proof of [24, Corollary 1.4.6], it suffices to observe that in fact V0 = V ′0
(variant of [24, Corollary 1.1.3]). By assumption (1), the map V0→V ′0 is injective, so we need to prove
surjectivity. Let f be a generator of F as a face, so that for every x ∈ F there exists an y ∈ F and an
integer n≥ 0 such that x+ y = n f . Then V ′ =V [1/ f ] and writing the localization as a colimit we have

V ′0 = lim−→
n

Vn f .

Let v′ ∈ V ′0, and represent it by an element v′ ∈ Vn f for some n ≥ 0. By assumption (2) there exist
homogeneous generators v1, . . . ,vs of Ṽ with vi ∈ V− fi for some fi ∈ F . Thus, we can write v′ = ∑givi

with gi ∈ C[F ]n f+ fi . We may write gi = αi f n fi where αi ∈ C, and set v = ∑αi fivi ∈V0. Then v′ = f nv,
and so v′ and v have the same image in V ′0. �

Theorem 4.19 (Variant of [24, Theorem 3.4.10]). Let j : X ↪→ X be a good embedding of idealized
smooth log schemes over C and let E be an object of MIC(Xan/C). Denote by j∗ j∗m the functor of
meromorphic sections as in [6, Chap. II, 3.12]. Then the inclusion

j∗ j∗m(E⊗Ω
•
X/C)−→ j∗ j∗(E⊗Ω

•
X/C)

is a quasi-isomorphism.

Proof. Repeat the original proof, replacing the use of [24, Theorem 3.4.9] with Theorem 4.18. �
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Proof of Theorem 4.17. By cohomological descent, the statement is strict étale local on X , so we may
assume that X admits a good compactification j : X → X . By Corollary 4.15 of the Existence Theorem,
E extends to an object E of MICreg(X/C) = MIC(X/C). Since j is affine and jan is Stein, arguing as in
[6, Chap. II, §6.6] we obtain

H∗dR(X ,E)' H∗(Xan, j∗ j∗m(E⊗Ω
•
X/C)) and H∗dR(Xan,Ean)' H∗(Xan, j∗ j∗(E⊗Ω

•
X/C)).

It remains to invoke Theorem 4.19 to conclude. �

4.4. The Regularity Theorem

We recall the Katz–Oda construction of the Gauss–Manin connection in the relevant context (see e.g.
[10]). Let f : Y → X be a proper smooth morphism of idealized smooth log schemes over C. We have
the short exact sequence

0 // f ∗Ω1
X/C

// Ω1
Y/C

// Ω1
Y/X

// 0

from which we obtain a decreasing filtration on Ω
q
Y/C = ∧qΩ1

Y/C

Kr
Ω

q
Y/C = im

(
f ∗Ωr

X/C⊗Ω
q−r
Y/C→Ω

q
Y/C

)
satisfying

grr
Ω

q
Y/C = Kr

Ω
q
Y/C/Kr+1

Ω
q
Y/C ' f ∗Ωr

X/C⊗Ω
q−r
Y/X .

Let E be an object of MIC(Y/C). Then for every r ≥ 0, E⊗KrΩ
•
Y/C is a subcomplex of E⊗Ω•Y/C and

grr(E⊗Ω
•
Y/C)' f ∗Ωr

X/C⊗ (E⊗Ω
•−r
Y/X).

In particular we have a short exact sequence of complexes

0 // f ∗Ω1
X/C⊗ (E⊗Ω

•−1
Y/X)

//
E⊗Ω•Y/C

E⊗K2Ω•Y/C

// E⊗Ω•Y/X
// 0.

Applying R f∗ and the projection formula, we obtain as the connecting homomorphism

∇GM : Rn f∗(E⊗Ω
•
Y/X)−→ Rn f∗(E⊗Ω

•
Y/X)⊗Ω

1
X/C.

As in the classical case, one shows that this connection is integrable, which makes Rn f∗(E⊗Ω•Y/X) into
an object of MIC(X/C).

The analogous construction applies to smooth proper morphisms of idealized smooth log complex ana-
lytic spaces, in particular to fan. This way, we obtain an object Rn fan,∗(Ean⊗Ω•Yan/Xan

) of MIC(Xan/C).
We have a comparison morphism

(Rn f∗(E⊗Ω
•
Y/X))an −→ Rn fan,∗(Ean⊗Ω

•
Yan/Xan

) (4.1)

which is an isomorphism because f is proper.

Remark 4.20. The main result of the PhD thesis of Aaron Gray [8] (unpublished) asserts that under
certain assumptions, the formation of higher direct images is compatible with Ogus’ Riemann–Hilbert
correspondence V (Theorem 3.12). More precisely, for a proper and smooth morphism of smooth log
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complex analytic spaces f : Y → X such that the map f ∗M
gp
Y →M

gp
X is injective and its cokernel is

torsion-free, there is a natural isomorphism between the two compositions in the square

MIC(Y/C) ∼
VY //

Rn f∗((−)⊗Ω•Y/X )

��

L(Y )

Rn f Λ
∗

��
MIC(X/C)

∼
VX

// L(X).

(4.2)

where the functor Rn f Λ
∗ is constructed as follows. Recall (Definition 3.11) that an object V of L(Y ) is a

ΛY -graded Clog
Y -module satisfying certain conditions. Via Clog

X → f log
∗ Clog

Y , the sheaf Rn f log
∗ V is a f∗ΛY -

graded Clog
X -module. Using the map ι : ΛX → f log

∗ ΛY , we define the ΛX -graded Clog
X -module Rn f Λ

∗ V by
(Rn f Λ

∗ V )λ = (Rn f log
∗ V )ι(λ ) for a local section λ of ΛX . Then Rn f Λ

∗ V is an object of L(X).

Recently, Gray’s results have been extended to log D-modules by Koppensteiner [14, Proposition 6.4].

The Regularity Theorem, stated below, asserts the regularity of Rn f∗(E ⊗Ω•Y/X) assuming that E is
regular. It is conditional on the following logarithmic variant of semistable reduction. We hope it is
within reach of the current methods [22, 2, 27].

Conjecture 4.21 (Log semistable reduction over a hollow curve). Let X be a hollow idealized smooth
log scheme over C of dimension ≤ 1 and let Y → X be a smooth, proper, and exact morphism. Then,
possibly after passing to a Kummer étale cover of X, there exists a commutative square

Y �
� //

��

Y

��
X �
� //// X

where X ↪→ X and Y ↪→ Y are good compactifications (Definition 2.3) and where Y → X is smooth.

Theorem 4.22 (Regularity theorem). Let f : Y → X be a proper, smooth and exact morphism of idealized
smooth log schemes over C and let E be an object of MICreg(Y/C). Assume that Conjecture 4.21 holds.
Then Rn f∗(E⊗Ω•Y/X) are objects of MICreg(X/C) for all n≥ 0.

Proof. Step 1 — reduction to X with constant log structure. Set V n = Rn f∗(E⊗Ω•Y/X). We need to show

that for every log stratum Z ⊆ X (a connected component of X [), the restrictions V n|Z are regular. Since
Z is locally closed in X , we may replace X with an affine open subset in which Z∩X is closed. Let I be
the ideal of the closed immersion Z ↪→ X , and let Z(k) =V (Ik+1) be the k-th order thickening of Z and let

V n,k = Rn( f |Z(k))∗(E| f−1(Z(k))⊗Ω
•
Y/X).

As in [9, §4.1], the inverse system of coherent OX -modules V n,k satisfies the Mittag–Leffler property, and
if we set Rk = ker(V n→V n,k), then the submodules {Rk} define the I-adic topology on V n. In particular,
for k large enough we have IV n ⊇ Rk, and hence a factorization

V n // //

"" ""

V n/Rk

����

� � // V n,k

V n/IV n V n|Z.

Thus V n|Z is a subquotient of V n,k and by Proposition 4.5 it suffices to show that V n,k is regular. We may
therefore replace X with Z(k).
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Step 2 — reduction to X hollow. Let X have locally constant log structure and let Z = Xred be the largest
hollow subscheme of X , cut out by an ideal I. Suppose that the assertion holds for X = Z. We show by
induction on m ≥ 0 that if E is annihilated by Im+1, then the higher direct images Rn f∗(E⊗Ω•Y/X) are
regular for all n≥ 0. The base case n = 0 corresponds to E supported on Z, which follows from the case
X = Z. For the induction step, use the long exact sequence obtained by applying Rn f∗((−)⊗Ω•Y/X) to
the short exact sequence in MICreg(Y/C)

0 // IE // E // E/IE // 0.

Step 3 — ensuring base change. Suppose that X is hollow. Since X is reduced, there is a dense open
U ⊆ X on which the sheaves R j f∗(E ⊗Ωi

Y/X) are locally free and (hence) with formation commuting
with base change for all i, j ≥ 0. From the spectral sequence

E i j
1 = R j f∗(E⊗Ω

i
Y/X) ⇒ Ri+ j f∗(E⊗Ω

•
Y/X),

we deduce that the formation of Rn f∗(E ⊗Ω•Y/X) commutes with base change along strict morphisms
X ′→ X with X ′ idealized smooth over C such that im(X ′→ X)⊆U . Recall that by Corollary 4.4(b) to
prove the assertion we may replace X with a dense open subset. We may therefore assume that the base
change property holds with U = X .

Step 4 — reduction to the case X being a curve. Suppose that X is hollow and that the formation of the
Rn f∗(E⊗Ω•Y/X) commutes with base change as above. By the criterion of Proposition 4.8 it suffices to
show that if γ : C→ X is a strict map where C smooth curve, then γ∗(Rn f∗(E⊗Ω•Y/X)) is regular for all
n≥ 0. By the base change property, we have

γ
∗(Rn f∗(E⊗Ω

•
Y/X))' Rn( fC)∗(EYC ⊗Ω

•
YC/C).

Therefore, if the assertion holds for all such C→ X , then it holds for X .

Step 5 — semistable reduction. Suppose that X is a hollow curve. By Conjecture 4.21, after passing
to a Kummer étale cover the map Y → X extends to a smooth morphism of good compactifications
f : Y → X . By Corollary 4.15, E extends to an object E of MICreg(Y/C). Since Y = Y ×X X , we have
Rn f∗(E ⊗Ω•Y/X) ' (Rn f ∗(E ⊗Ω•Y/X)|X . Therefore Rn f∗(E ⊗Ω•Y/X) extends to the compactification X
and is therefore regular (Corollary 4.15 again). �

Remark 4.23. In the situation of the classical Regularity Theorem, it is also true that the formation of
Rn f∗(E⊗Ω•Y/X) commutes with base change [6, Chap. II, Proposition 6.14]. This is not true in general
for proper smooth morphisms of smooth log schemes over C, as the following example shows.

Let X =AN2 and let f : Y→X be the blowup of the origin P. Let D⊆Y be the exceptional divisor, and set
E = OY (D). It inherits a logarithmic connection, as its dual ID is a subobject of OY in MIC(Y/C). As f
is étale, we have Ω•Y/X =OY and R0 f∗(E⊗Ω1

Y/X) = f∗OY (D) =OX . However, we have H0( f−1(P),E) =
H0(P1,OP1(−1)) = 0, which violates base change along the strict inclusion P ↪→ X .

However, assuming that the map f ∗M
gp
X →M

gp
Y is injective and its cokernel is torsion-free, we can use

Gray’s results [8] (Remark 4.20) and proper base change for maps of topological spaces to show the
base change property for Rn f∗(E ⊗Ω•Y/X) along a strict map g : X ′ → X as follows. Since (4.1) is an
isomorphism, it is enough to show the base change property in the analytic context, so changing notation
from now on Y →X is a smooth proper morphism of idealized smooth complex analytic spaces satisfying
the assumption on f ∗M

gp
X →M

gp
Y and g : X ′→ X is a strict map of idealized smooth log complex analytic
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spaces. We set Y ′ =Y ×X X ′. As g is strict, the four squares marked� in the diagram below are cartesian
squares of topological spaces.

Y ′log

f ′log //

τY ′

��

g′log $$ �

X ′log
glog
zz

τX ′

��

�

Ylog flog

//

τY��

Xlog
τX �� �

Y
f //

�

X

Y ′
g′
99

f ′
// X ′

g
ee

Moreover, we have Clog
Y ′ = g∗logClog

Y and Clog
X ′ = g∗logClog

X (as X and X ′ are hollow). Therefore the functors
g∗ : L(Y ) → L(Y ′) and g∗ : L(X) → L(X ′) are just sheaf-theoretic pullback. By proper base change
applied to τX flog, for an object V of L(Y ) we have

g∗log(R f Λ
∗ V ) ∼−−→ R f ′Λ∗ (g′∗logV ). (4.3)

Therefore for an object E of MIC(Y/C), the base change map factors into a chain of isomorphisms

g∗Rn f∗(E⊗Ω•Y/X)

��

∼
(4.2) // g∗V−1

X Rn f Λ
∗ VY (E) ∼

(3.1) // V−1
X ′ g∗logRn f Λ

∗ VY (E)

o (4.3)
��

Rn f ′∗(g
′∗E⊗Ω•Y ′/X ′) V−1

X ′ R f ′Λ∗ VY ′g′∗E∼
(4.2)oo V−1

X ′ R f ′Λ∗ g′∗log∼
(3.1)oo

5. Connections and local systems

Definition 5.1. An idealized smooth log scheme over C or log complex analytic space X is of nc (normal
crossings) type if the stalks of MX are free monoids.

Let X be log complex analytic space of nc type. For an object V of L(X) and x ∈ X , we denote by
Rx ⊆MX ,x⊗C the set of exponents of V at x [24, Definition 2.1.1]. Picking an isomorphism MX ,x 'Nrx ,
we may view Rx as a subset of Crx , well defined up to coordinate permutation.

Definition 5.2. Let X be a log complex analytic space of nc type and let τ : C/Z→C be a section of the
projection C→ C/Z. We say that an object V of L(X) is τ-adapted if

(1) for every x ∈ X , the set Rx of exponents of V at x is contained in im(τ)rx , and

(2) V is locally free as a module over Clog
X .

We denote by Lτ(X) the full subcategory of L(X) consisting of τ-adapted objects.

On the space Xlog, we have a surjective map of sheaves of rings

Clog
X = C[−τ

∗MX ]/(−KX)−→ C

sending the nonzero elements of MX to zero. This defines a functor

V 7→V =V ⊗Clog
X

C

from the category L(X) to the category of log-constructible sheaves of C-vector spaces on Xlog, sending
locally free objects to locally constant sheaves.
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Theorem 5.3. Let X be a log complex analytic space of nc type and let τ : C/Z→ C be a section of the
projection C→ C/Z.

(a) The functor V 7→V induces an equivalence of categories

Lτ(X) ∼−−→ LocSysC(Xlog).

(b) If τ(0) = 0, then for every object V of Lτ(X) the map V0 ↪→V →V induces an isomorphism

H∗(Xlog,V0) ∼−−→ H∗(Xlog,V ).

Proof. We describe the inverse functor. Let W be a complex local system on X log. We set V =W⊗C Clog
X .

This is a locally free Clog
X -module satisfying conditions (1), (2), and (3) of Definition 3.11. In order to

make it into an object of Lτ(X), we need to endow it with a ΛX -grading satisfying condition (4) of
Definition 3.11 and (2) of Definition 5.2. Let x ∈ X log, and pick an isomorphism MX ,τ(x) ' Nrx . The
stalk Wx is a representation of

π1(τ
−1(τ(x)),x) = Hom(M

gp
X ,τ(x),Z(1)) = Z(1)rx .

Let Wx =
⊕

Wx,χ be the decomposition of Wx into generalized eigenspaces, the direct sum taken over

χ ∈ Hom(π1(τ
−1(τ(x)),x),C×) = Hom(Z(1)rx ,C×) = (C/Z)rx .

Thus V =
⊕

χ Vχ where Vχ =Wχ ⊗C Clog
X . We have ΛX ,x = Crx , and we endow Vχ with the Crx-grading

where w⊗ 1 has degree τ(χ) where τ : (C/Z)rx → Crx is the map induced by τ . It is clear that this
grading is independent of the choice of generators of MX ,τx, that it satisfies the two required conditions,
and that the ΛX ,x-gradings on Vx for all x ∈ X log give rise to a ΛX -grading on V . Trivially, V = W .
Moreover, the object associated to W = V is V , as V is freely generated by

⊕
λ∈im(τ)rx Vλ = W (cf. the

proof of Lemma 3.18).

For the second assertion, it is enough to check that the map RτX ,∗V0→ RτX ,∗V is a quasi-isomorphism.
By proper base change, it is enough to show that for every x ∈ X we have

H∗(τ−1(x),V0) ∼−−→ H∗(τ−1(x),V ).

Pick an isomorphism MX ,x ' Nrx and write V =
⊕

χ V χ as in the previous paragraph. Then, for a base
point x′ ∈ τ−1(x)

H∗(τ−1(x),V χ) = H∗(Z(1)rx ,Vτ(χ),x′) = 0 for χ 6= 0

(see the last assertion of [24, Proposition 1.4.3]). Therefore

H∗(τ−1(x),V ) = H∗(τ−1(x),V 0) = H∗(τ−1(x),Vτ(0)) = H∗(τ−1(x),V0). �

Corollary 5.4. Let X be a log scheme of nc type over C and let τ : C/Z→C be a section of the projection
C→ C/Z. Denote by MICτ

reg(X/C) the full subcategory of MICreg(X/C) consisting of objects which
are locally free (as OX -modules) and whose exponents [24, Definition 2.1.1] belong to the image of τ .

(a) Then there is an equivalence of categories

E 7→ V(E) : MICτ
reg(X/C) ∼−−→ LocSysC(Xlog).

(b) If τ(0) = 0, then for every object E of MICτ
reg(X/C) we have

H∗dR(X ,E)' H∗(Xlog,V(E)).



REGULAR LOGARITHMIC CONNECTIONS 35

We warn the reader that neither of the functors described in Theorem 5.3 and Corollary 5.4 is compatible
with tensor product (actually, the subcategories Lτ(X) and MICτ

reg(X/C) are not closed under tensor
product).
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